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Abstract. Satheesh et al. (2010) had discussed two notions of random
infinite divisibility of Z+-valued random variables (r.v.). Here we present two
more results on random sums of Z+-valued r.v.s. Further, we discuss solutions
to generalizations of a first order Z+-valued auto-regressive model by fruitfully
applying these two notions of random infinite divisibility.
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1 Introduction

Discussion of the notion of infinitely divisible (ID) laws and their subclasses
viz. stable, semi-stable, semi-selfdecomposable, α-decomposable, geometri-
cally ID and compound distributions etc. on Z+ = {0, 1, 2, . . . } has received
a good amount of attention in recent years, see e.g. Aly and Bouzar (2000),
Bouzar (2004, 2008) and Satheesh and Nair (2002). A whole chapter and
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many sections are devoted exclusively to the discussion of these in Steutel and
van Harn (2004). Role of these distributions and their Z+ analogues in first-
order auto-regressive (AR(1)) models were also investigated in many works
see, e.g. the expository article by McKenzie (2003), Bouzar and Jayaku-
mar (2006), Satheesh and Sandhya (2005, corrections in 2007), Bouzar and
Satheesh (2008), Ristic et al. (2009) and Bakouch and Ristic (2009), and the
references therein. Naturally, the discussion is to be based on probability gen-
erating functions (PGF) and many of the results applicable to the distributions
on R have to be reformulated to those on Z+ and this poses a certain challenge
too. Reformulating the first transfer theorem of Gnedenko, two approaches to
Z+valued randomly ID laws were discussed in Satheesh et al. (2010)- the first
one being the Z+valued analogue of N-ID laws of Gnedenko and Korolev (1996,
p.145) and the second one that of the ϕ-ID laws of Satheesh (2004). Such limit
distributions have been fruitfully used in discussing the relation between the
marginals and the innovations of a generalized AR(1) model in Satheesh et al.
(2008).

Here we need the definitions of N-ID laws and ϕ-ID laws for Z+-valued
r.v.s. The notion of N-ID laws is based on a Laplce transform (LT) ϕ that
is also the standard solution to the Poincare equation, ϕ(t) = P (ϕ(θt)) (see
Gnedenko and Korolev, 1996, eqn. (6.7) on p.140). It may be noted that Aly
and Bouzar (2000) has briefly touched upon this notion for Z+-valued r.v.s.

Definition 1.1 Let ϕ be the standard solution to the Poincare equation
and Nθ a positive integer-valued r.v. having finite mean with PGF Pθ(s) =
ϕ(1

θ
ϕ−1(s)), θ ∈ Θ ⊆ (0, 1). A PGF P (s) is N-ID if for each θ ∈ Θ there exists

a PGF Qθ(s) that is independent of Nθ such that P (s) = Pθ(Qθ(s)), for all
s ∈ [0, 1).

The notion of ϕ-ID laws is based on the following two lemmas, see Satheesh
(2004) that are ramifications of Feller’s proof of Bernstein’s theorem (Feller,
1971, p.440).

Lemma 1.1. Given any LT ϕ, ℘ϕ = {Pθ(s) = sjϕ[(1 − sk)/θ]}, s ∈ [0, 1],
j ≥ 0 & k ≥ 1 integers and θ > 0, describes a class of PGFs.

Lemma 1.2. Given a r.v. U with LT ϕ, the Z+-valued r.vs Nθ with PGF
Pθ ∈ ℘ϕ satisfy

θNθ
d→ kU as θ ↓ 0, k ≥ 1 integer.

The transfer theorem in Satheesh et al. (2010) is given below. An un-
derlying assumption in this development is that the Z+-valued r.v.s {Xn,i}
considered in the partial sums are assumed to have a positive mass at the
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origin, which is a necessary condition for their PGFs to be ID, and further
ensures that their PGFs do not vanish.

Theorem 1.1 Let Xn,1, Xn,2, . . . be a sequence of independent and identically
distributed (i.i.d.) Z+-valued r.v.s with PGF Pn(s). Let Nn be another Z+-
valued r.v. with distribution pn,k = P{Nn = k}, distribution function Fn(x) =
P{Nn < x} and for each n, let Nn be independent of Xn,1, Xn,2, . . . . Let there
exists a sequence {kn} ⊂ Z+ such that as n→∞, kn →∞ and

(i)
kn∑
i=1

Xn,i
d→ X, a r.v. with PGF R(s),

(ii)
Nn

kn

d→ N , a r.v. with LT ϕ.

Then as n→∞, SNn =
Nn∑
i=1

Xn,i
d→ Z, and the PGF of Z is

ϕ(− logR(s)) = ϕ{λ(1−G(s))}

where λ > 0 and G(s) is a PGF with G(0) = 0.

Note 1.1 The limit X in (i) is ID and hence R(s) = exp(−λ(1−G(s))), λ > 0
and G(s) is a PGF with G(0) = 0, (Theorem 3.2 in Steutel and van Harn,
2004, p.30).

Definition 1.2 (Satheesh et al., 2010) Let ϕ be a LT. A PGF P (s) is ϕ-ID if
there exists a sequence of positive numbers θn ↓ 0 as n → ∞ and a sequence
of PGF’s Qn(s) such that

P (s) = lim
n→∞

ϕ(
1−Qn(s)

θn
).

The purpose of this note is to discuss two more results on random sums of
Z+-valued r.v.s in Section 2 and then demonstrate the use of the two notions
in finding solutions to a Z+-valued AR(1) (INAR(1)) model in Section 3.

2 More on random sums of Z+-valued random variables

The results in this section give some necessary and sufficient conditions for the
existence of ϕ-ID laws.

Theorem 2.1 Let {Qθ(s), θ ∈ Θ} be a family of PGFs. Then

lim
θ↓0

ϕ((1−Qθ(s))/θ)

exists and is ϕ-ID iff there exists an ID PGF R(s) such that,
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lim
θ↓0

1−Qθ(s)

θ
= − logR(s). (2.1)

Proof. Suppose (2.1) holds. Then since ϕ is continuous

lim
θ↓0

ϕ(
1−Qθ(s)

θ
) = ϕ(lim

θ↓0

1−Qθ(s)

θ
) = ϕ(− logR(s))

exists. The result follows from definition 2.1 if we prove that the last term in
the above equation is a PGF. Recall that since R(s) is an ID PGF, for each
n ≥ 1, [R(s)]1/n = E(sYn) is the PGF of some r.v. Yn. Consider, for each fixed
n ≥ 1, i.i.d. r.v.s Xn,1, Xn,2, ..., Xn,n with PGF [R(s)]1/n. Then for each n,
n∑
j=1

Xn,j has PGF R(s) and hence converges to some r.v. Y in distribution.

Let Nn be a positive integer-valued r.v. independent of {Xn,j} for each n, such

that the LT of Nn
n

is ϕ. Then by Theorem 1.1,
Nn∑
j=1

Xn,j
d→ Z, where Z is a r.v.

with PGF ϕ(− logR(s)). Conversely we have

lim
θ↓0

ϕ(
1−Qθ(s)

θ
)

is ϕ-ID. But

lim
θ↓0

ϕ(
1−Qθ(s)

θ
) = ϕ(lim

θ↓0

1−Qθ(s)

θ
) = ϕ(− log lim

θ↓0
exp(−1−Qθ(s)

θ
)).

Here again limθ↓0 exp(−1−Qθ(s)
θ

)) is the weak limit of compound Poisson LTs
and by assumption it follows that this limit (which is ID) exists. That is, there
exists a PGF R(s), that is ID (hence no zeroes) such that (2.1) holds.

Now we consider the Z+-valued analogue of Theorem 4.9 of Satheesh (2004)
which in turn is the ϕ-ID analogue of Theorem 4.6.5 of Gnedenko and Korolev
(1996) and we closely follow the proof therein. Let {Xθ,i} be Z+-valued, i.i.d.
r.v.s for every θ ∈ Θ with PGF Qθ and Nθ be a positive integer-valued r.v.
independent of {Xθ,i} for all θ ∈ Θ with PGF Pθ(s) = ϕ(1−s

θ
), where ϕ is a

LT. Let
[
1
θ

]
denote the integer part of 1

θ
. Then

Theorem 2.2 Let R(s) be a PGF and P (s) = ϕ(− logR(s)) be another PGF
that is ϕ-ID. Then,

lim
θ↓0

Pθ(Qθ(s)) = lim
θ↓0

ϕ(
1−Qθ(s)

θ
) = P (s) (2.2)

iff R(s) is ID and

lim
θ↓0

Qθ
[ 1θ ](s) = R(s). (2.3)
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Proof. The sufficiency of the condition (2.3) follows from the (transfer) The-
orem 1.1 for Z+-valued r.v.s by invoking the relation θ

[
1
θ

]
→ 1 as θ ↓ 0 and

since θNθ
d→ U . Conversely (2.2) implies

lim
θ↓0

ϕ(
1−Qθ(s)

θ
) = ϕ(− logR(s))

and by (2.1) we have

lim
θ↓0

Qθ(s) = 1. (2.4)

Since ϕ(1−Qθ(s)
θ

) is a PGF that is ϕ-ID for every θ ∈ Θ, by remark 2.1 in

Satheesh et al. (2010) limθ↓0 ϕ(1−Qθ(s)
θ

) is also ϕ-ID. Hence there exists a PGF
H(s) that is ID such that

lim
θ↓0

1−Qθ(s)

θ
= − logH(s), ∀s ∈ (0, 1). (2.5)

On the other hand, for |κ| ≤ 1 we have

logQ
[ 1θ ]
θ (s) =

[
1

θ

]
log(1− (1−Qθ(s))) =

[
1

θ

]
(Qθ(s)− 1) +κ

[
1

θ

]
|Qθ(s)− 1|2 .

(2.6)
Hence by (2.4) and (2.5) we get from (2.6),

lim
θ↓0

Qθ
[ 1θ ](s) = H(s),∀s ∈ (0, 1). (2.7)

Again applying the transfer theorem for Z+-valued r.v.s it follows that

lim
θ↓0

ϕ(
1−Qθ(s)

θ
) = ϕ(− logH(s)).

Hence by (2.2), H(s) ≡ R(s). That is, by (2.7), (2.3) is true with R(s) being
ID, completing the proof.

We can now see that by virtue of Lemma 1.2 and Theorem 1.1, limit dis-
tributions of random sums of i.i.d. Z+-valued r.v.s is ϕ-ID when the PGF
of the indexing r.v. is in ℘ϕ described in Lemma 1.1. The parameter k here
stands for the gaps in the support of the distribution specified by the PGF
Pθ(s). That is, if there is a probability mass at x = n, then the next integer
that carries a probability mass is n+ k. Lemma 1.2 shows that this k appears
in the limit distribution of θNθ as well. Such distributions enable us to model
situations where we need combine k i.i.d. observations. In the next section we
will see such situations in the Z+-valued setup.
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3 An INAR(1) model and its generalization

Consider the Z+-valued analogue of the AR(1) model in Lawrence and Lewis
(1981) described by the Z+-valued r.v.s {Xn, n ∈ Z} with innovations (i.i.d.
r.v.s) {εn} such that for each n, εn is independent of Xn−1, as below.

Xn =

{
εn, with probability p,

Xn−1 + εn, with probability (1− p).
(3.1)

In terms of PGFs, assuming stationarity this is equivalent to

P (s) = pPε(s) + (1− p)P (s)Pε(s)

=
pPε(s)

1− (1− p)Pε(s)
, which proves

(3.2)

Theorem 3.1a If {Xn} describes the model (3.1) that is stationary for some
p ∈ (0, 1) then Xn is compound geometric(p) and the innovations are the
components in the compound.

Conversely, we have

Theorem 3.1b If P (s) is the PGF of a compound geometric(p) distribution
with components having PGF Pε(s), then there exists a stationary AR(1)
process {Xn, n ∈ Z} with structure given in (3.1) such that P (s) is the PGF
of Xn and Pε(s) that of εn.

Proof. We proceed as in the proof of Theorem 2.2 in Bouzar and Satheesh
(2008). We have P (s) and Pε(s) as defined by (3.2). By the Kolmogorov
extension theorem (Breiman, 1968), there exists a probability space (Ω,F , P )
on which one can define a random variable X0 with PGF P (s) and a sequence
of i.i.d. r.v.s {εn} with a common PGF Pε(s), with the further property that
X0 and {εn} are independent. We then construct a single-ended AR(1) process
{Xn, n ≥ 0} via equation (3.1). This implies that for every n ≥ 1, the PGF
Pn(s) of Xn satisfies

Pn(s) = pPε(s) + (1− p)Pn−1(s)Pε(s) (3.3)

with P0(s) = P (s). It follows by (3.2) and (3.3) that Pn(s) = P (s) for every
n ≥ 1. Therefore, the Xns are identically distributed. Since {Xn, n ≥ 0} is
a Markov chain, its stationarity ensues. The existence of the doubly infinite
extension {Xn, n ∈ Z} follows from Proposition 6.5, p. 105, in Breiman (1968).

Suppose we demand (3.1) to be satisfied for each p ∈ (0, 1), then (3.2)
is true for each p ∈ (0, 1) with Pε(s) replaced by Pε,p(s). Hence by Aly and
Bouzar (2000) Xn must be Z+-valued geometrically ID, that is
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Theorem 3.2a If {Xn} describes the model (3.1) that is stationary for each
p ∈ (0, 1) then Xn is Z+-valued geometrically ID.

Now proceeding as in the proof of Theorem 3.1b, we have

Theorem 3.2b If P (s) is the PGF of a geometrically ID distribution with
components having PGF Pε,p(s) for each p ∈ (0, 1), then there exists a station-
ary AR(1) process {Xn, n ∈ Z} with structure given in (3.1) such that P (s) is
the PGF of Xn and Pε,p(s) that of εn.

Next we demonstrate the advantage of ϕ-ID approach over the N-ID ap-
proach in the following INAR(1) model which is a generalization of (3.1). Here
we also need Harris(a, k) distributions described by its PGF

P (s) =
s

{a− (a− 1)sk}1/k

for a > 1 and k ≥ 1 integer (see Sandhya et al. (2008) for more on this
distribution). It has been shown in Satheesh et al. (2008) that the PGF
of Harris(a, k) distribution can be derived from the LT of gamma(1/k) dis-
tribution as the standard solution to the Poincare equation and also by using
Lemma 1.1. In this generalization, the INAR(1) sequence {Xn} is composed of
k independent INAR(1) sequences {Yn,i}, i = 1, 2, . . . k and where for each n,

{Yn,i} are independent. That is, for each n, Xn =
∑k

i=1 Yn,i and εn =
∑k

i=1 εn,i
where {Yn,i} is an i.i.d sequence and similarly {εn,i} is also an i.i.d sequence,
k being a fixed positive integer. Further, it is also assumed that for each n, εn,i
is independent of Yn−1,i for all i = 1, 2, . . . k. Situations where such a model
can be useful have been discussed in Satheesh et al. (2006, 2008).

k∑
i=1

Yn,i =

{∑k
i=1 εn,i, with probability p,∑k
i=1 Yn−1,i +

∑k
i=1 εn,i, with probability (1− p).

(3.4)

In terms of PGFs, assuming stationarity (3.4) is equivalent to

P k
Y (s) = pP k

ε (s) + (1− p)P k
Y (s)P k

ε (s)

=
pP k

ε (s)

1− (1− p)P k
ε (s)

.

That is,PY (s) =
Pε(s)

{a− (a− 1)P k
ε (s)}1/k

, a =
1

p
.

(3.5)

Hence we have

Theorem 3.3a If {Yn,i} describes the model (3.4) that is stationary for some
p ∈ (0, 1) then Yn,i is a Harris(a, k)-sum and the innovations are the compo-
nents in the Harris(a, k)-sum, a = 1

p
.
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Further, proceeding as in the proof of Theorem 3.1b, we have

Theorem 3.3b If P (s) is the PGF of a Harris(a, k)-sum distribution with
components having PGF Pε(s), then there exists a stationary AR(1) process
{Yn,i, n ∈ Z} with structure given in (3.4) such that P (s) is the PGF of Yn,i
and Pε(s) that of εn,i.

Again suppose we demand (3.4) to be satisfied for each p ∈ (0, 1). Then
(3.5) is true for each p ∈ (0, 1) with Pε(s) replaced by Pε,p(s). Hence Yn,i must
be Z+-valued Harris(a, k)-ID. Thus we have

Theorem 3.4a If {Yn,i} describes the model (3.4) that is stationary for each
p ∈ (0, 1) then Yn,i is Harris(a, k)-ID with PGF (see also Theorem 2.6 in
Satheesh et al. (2010))

P (s) =
1

{1− logQ(s)}1/k
.

Conversely, proceeding as in the proof of Theorem 3.1b we have

Theorem 3.4b If P (s) is the PGF of a Harris(a, k)-ID distribution with com-
ponents having PGF Pε,p(s) for each p ∈ (0, 1), then there exists a stationary
AR(1) process {Yn,i, n ∈ Z} with structure given in (3.4) such that P (s) is the
PGF of Yn,i and Pε,p(s) that of εn,i.

A problem in the above development is how to identify the PGF Q(s).
However, consider the ϕ-ID approach and let us demand only that (3.4) is
satisfied for some p ↓ 0 through some {pn}. Notice that here the requirement
is apparently weaker than the one in Theorem 3.4. That is, we are considering

P (s) = lim
p↓0

pP k
ε,p(s)

{1− (1− p)P k
ε,p(s)}

.

Hence by Lemma 1.2 above and the (transfer) Theorem 1.1 the RHS here

converges weakly to the PGF
1

{1− k logQ(s)}1/k
where Q(s) is the weak limit

(assuming its existence) of Pε,p(s)’s as p ↓ 0 through {pn}. As Pε,p(s)’s are i.i.d
for each p, the weak limit Q(s) must be ID and we have

Theorem 3.5 If {Yn,i} describes the model (3.4) that is stationary for a null

sequence {pn} then Yn,i is gamma( 1
k
)-ID with PGF

1

{1− k logQ(s)}1/k
where

Q(s) is the weak limit of Pε,p(s)’s as p ↓ 0 through {pn} (c.f Theorem 2.7 in
Satheesh et al. (2010)).

Remarks. Whether we approach the model (3.4) by N-ID or ϕ-ID laws we
need consider weak limits of the distributions concerned. The advantage of
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using the approach of ϕ-ID laws is that the requirement is apparently weaker
and the limit law is a function ofQ(s) which is the weak limit of the distribution
of the innovations in the model. It may also be noticed that gamma( 1

k
)-ID laws

identified in Theorem 3.5 also satisfy the requirement of Harris(a, k)-sum for
each p ∈ (0, 1), p = 1

a
.
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