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Relationships for Moments of Generalized Order Statistics from a
General Class of Distributions

Jagdish Saran† , Narinder Pushkarna, Rashmi Tiwari

Department of Statistics, University of Delhi, Delhi-110007, India.

Abstract. In this paper we derive some general recurrence relations between the moments of generalized
order statistics from a general class of distributions, thus unifying the earlier results in this direction due
to several authors.

1. Introduction

Let {Xn, n ≥ 1} be a sequence of independent and identically distributed random variables with cdf
F (x) and pdf f(x). Let Xj:n denote the jth order statistic of a sample (X1, X2, . . . , Xn). Assume that

k > 0, n ∈ N, n ≥ 2, m̃ = (m1,m2, . . . ,mn−1) ∈ Rn−1, Mr =
∑n−1
j=r mj such that γr = k + n− r +Mr >

0 ∀ r ∈ {1, 2, . . . , n− 1}. If the random variables U(r, n, m̃, k), r = 1, 2, . . . , n, possess a joint pdf of the form

fU(1,n,m̃,k),...,U(n,n,m̃,k)(u1, u2, . . . , un) = k
( n−1∏
j=1

γj

)( n−1∏
i=1

(1− ui)mi
)

(1− un)k−1, (1)

on the cone 0 ≤ u1 ≤ u2 ≤ . . . ≤ un < 1 of Rn, then they are called uniform generalized order statistics.

Generalized order statistics (gos) based on some distribution function F are defined by means of quantile
transformation X(r, n, m̃, k) = F−1(U(r, n, m̃, k)), r = 1, 2, . . . , n. Then X(r, n, m̃, k), r = 1, 2, . . . , n, are
called generalized order statistics if their joint pdf is given by

fX(1,n,m̃,k),...,X(n,n,m̃,k)(x1, x2, . . . , xn) = k
( n−1∏
r=1

γr

)( n−1∏
i=1

(
1− F (xi)

)mi
f(xi)

)(
1− F (xn)

)k−1
f(xn), (2)

where F−1(0+) < x1 ≤ x2 ≤ . . . ≤ xn < F−1(1).
For convenience, let us define X(0, n, m̃, k) = 0. It can be seen that for m1 = · · · = mn−1 = 0, k =
1, i.e., γi = n − i + 1; 1 ≤ i ≤ n − 1, we obtain the joint pdf of the ordinary order statistics. In
a similar manner, choosing the parameters appropriately, some other models such as kth upper record
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values (m1 = . . . = mn−1 = −1, k ∈ N, i.e., γi = k, 1 ≤ i ≤ n − 1), sequential order statistics
(mr = (n−r+1)αr−(n−r)αr+1−1; r = 1, . . . , n−1, k = αn; α1, α2, . . . , αn > 0, i.e., γi = (n−i+1)αi; 1 ≤
i ≤ n− 1), order statistics with non-integral sample size (m1 = . . . = mn−1 = 0, k = α−n+ 1 with n− 1 <
α ∈ R, i.e., γi = α − i + 1; 1 ≤ i ≤ n − 1) [Rohatgi and Saleh (1988), Saleh et al. (1975)], Pfeifer’s record
values (mr = βr − βr+1 − 1, r = 1, . . . , n − 1 and k = βn; β1, β2, . . . , βn > 0, i.e., γi = βi; 1 ≤ i ≤ n − 1)
and progressively type-II right censored order statistics (mi ∈ N0, k ∈ N) can be obtained [cf. Kamps
(1995a,b), Kamps and Cramer (2001)].

The joint pdf of the first r generalized order statistics is given by

fX(1,n,m̃,k),...,X(r,n,m̃,k)(x1, x2, . . . , xr) = cr−1

( r−1∏
i=1

(
1− F (xi)

)mi
f(xi)

)
.
(

1− F (xr)
)k+n−r+Mr−1

f(xr),

(3)

F−1(0+) < x1 ≤ x2 ≤ . . . ≤ xr < F−1(1).

We may consider two cases:
Case I: m1 = m2 = . . . = mn−1 = m.
Case II: γi 6= γj , i 6= j, i, j = 1, 2, . . . , n− 1.

For Case I, the rth generalized order statistic will be denoted by X(r, n,m, k). The pdf of X(r, n,m, k) is
given by

fX(r,n,m,k)(x) =
cr−1

(r − 1)!

(
1− F (x)

)γr−1
f(x)gr−1m

(
F (x)

)
, x ∈ R, (4)

and the joint pdf of X(r, n,m, k) and X(s, n,m, k), 1 ≤ r < s ≤ n, is given by

fX(r,n,m,k),X(s,n,m,k)(x, y) =
cs−1

(r − 1)!(s− r − 1)!

[
1− F (x)

]m
f(x)gr−1m

(
F (x)

)
.
[
hm(F (y))− hm(F (x))

]s−r−1[
1− F (y)

]γs−1
f(y), x < y,

(5)

where

cr−1 =

r∏
j=1

γj , γj = k + (n− j)(m+ 1), r = 1, 2, . . . , n,

gm(x) = hm(x)− hm(0), x ∈ [0, 1),

hm(x) =

{
− 1
m+1 (1− x)m+1, if m 6= −1

− log(1− x), if m = −1

(cf. Kamps, 1995a,b).

Let µ
(i)
(r,n,m,k) denote the ith moment of the rth generalized order statistic X(r, n,m, k). Similarly, µ

(i,j)
(r,s,n,m,k)

denotes the (i, j)th product moment of the rth and sth generalized order statistics.

For Case II, the rth generalized order statistic will be denoted by X(r, n, m̃, k). The pdf of X(r, n, m̃, k) is
given by

fX(r,n,m̃,k)(x) = cr−1f(x)

r∑
i=1

ai(r)(1− F (x))γi−1, x ∈ R, (6)
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and the joint pdf of X(r, n, m̃, k) and X(s, n, m̃, k), 1 ≤ r < s ≤ n, is given by

fX(r,n,m̃,k),X(s,n,m̃,k)(x, y) = cs−1

{ s∑
i=r+1

a
(r)
i (s)

(1− F (y)

1− F (x)

)γi}{ r∑
i=1

ai(r)(1− F (x))γi
}

.
f(x)

1− F (x)

f(y)

1− F (y)
, x < y,

(7)

where

cr−1 =

r∏
i=1

γi, γi = k + n− i+Mi, r = 1, 2, . . . , n,

ai(r) =

r∏
j(6=i)=1

1

(γj − γi)
, 1 ≤ i ≤ r ≤ n

and a
(r)
i (s) =

s∏
j( 6=i)=r+1

1

(γj − γi)
, r + 1 ≤ i ≤ s ≤ n,

(cf. Kamps and Cramer (2001)).

Further, it can be easily proved that

ai(r) = (γr+1 − γi) ai(r + 1),

cr−1 =
cr
γr+1

,

and

r+1∑
i=1

ai(r + 1) = 0.

(8)

Also, for m1 = m2 = . . . = mn−1 = m, it can be shown that

r∑
i=1

ai(r)(1− F (x))γi =
(1− F (x))γr

(r − 1)!
gr−1m (F (x)) (9)

and

s∑
i=r+1

a
(r)
i (s)

(1− F (y)

1− F (x)

)γi
=

1

(s− r − 1)!

(1− F (y)

1− F (x)

)γs( 1

1− F (x)

)(m+1)(s−r−1)

.
[
hm(F (y))− hm(F (x))

]s−r−1
.

(10)

In the above case II, let µ
(p)
(r,n,m̃,k) denote the pth moment of the rth generalized order statistic X(r, n, m̃, k).

Similarly, µ
(p,q)
(r,s,n,m̃,k) denotes the (p, q)th product moment of the rth and sth generalized order statistics.

Burkschat et al. (2003) defined generalized order statistics in an alternative way as:
X(r, n, m̃, k) ∼ F−1(1−Wr); r = 1, 2, . . . , n, where Wr =

∏r
j=1Bj , Bj being independent random variables

distributed as Beta(γj , 1) having c.d.f. F (t) = tγj , t ∈ [0, 1].
Several authors like Kamps and Gather (1997), Keseling (1999), Cramer and Kamps (2000), Ahsanullah
(2000), Pawlas and Szynal (2001), Ahmad and Fawzy (2003), Ahmad (2007), Khan, et al. (2007), Khan et
al. (2010) and Saran and Pandey (2004, 2009) have done some work on generalized order statistics. In this
paper, we have established some recurrence relations for single and product moments of generalized order
statistics from a general class of distributions satisfying the characterizing differential equation:



Saran et al. / ProbStat Forum, Volume 09, April 2016, Pages 80–87 83

( w∑
u=0

αux
u
)
f(x) =

( z∑
v=0

βvx
v
)

(1− F (x)), −∞ < x <∞, (11)

where w and z are integers and α
′s and β

′s are arbitrary real constants.

2. Recurrence Relations for Single Moments

In this section, we shall establish several recurrence relations for single moments of generalized order
statistics from a general class of distributions satisfying the relation given in equation (11).
Case I: m1 = m2 = . . . = mn−1 = m.

Theorem 2.1. For a positive integer k ≥ 1, n ∈ N, m ∈ Z, 1 ≤ r ≤ n and i = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(i+u)
(r,n,m,k) = γr

z∑
v=0

βv
(i+ v + 1)

[
µ
(i+v+1)
(r,n,m,k) − µ

(i+v+1)
(r−1,n,m,k)

]
. (12)

Proof. For 1 ≤ r ≤ n and i = 0, 1, 2, . . . , we have from eq. (4),

w∑
u=0

αuµ
(i+u)
(r,n,m,k) =

cr−1
(r − 1)!

∫ ∞
−∞

xi[1− F (x)]γr−1gr−1m [F (x)]
{ w∑
u=0

αux
uf(x)

}
dx,

which on utilizing eq. (11), yields

w∑
u=0

αuµ
(i+u)
(r,n,m,k) =

cr−1
(r − 1)!

z∑
v=0

βv

∫ ∞
−∞

xi+v[1− F (x)]γrgr−1m [F (x)]dx. (13)

Integrating by parts in equation (13), treating xi+v for integration and rest of the integrand for differentia-
tion, we get

w∑
u=0

αuµ
(i+u)
(r,n,m,k) =

cr−1
(r − 1)!

z∑
v=0

βv
(i+ v + 1)

[
γr

∫ ∞
−∞

xi+v+1[1− F (x)]γr−1 .

.gr−1m [1− F (x)]f(x)dx

−(r − 1)

∫ ∞
−∞

xi+v+1[1− F (x)]γr−1−1gr−2m [1− F (x)]f(x)dx
]
.

Simplifying the above terms and rearranging them, we obtain the relation in (12) on using (4).

Remark 2.2. For r = 1, from the relation in eq. (12) we get the term µ
(i+v+1)
(0,n,m,k), the value of which will be

zero as we have defined X(0, n,m, k) = 0.

Remark 2.3. Under the assumptions of Theorem 2.1, with k = 1,m = 0, we shall deduce the recurrence
relation for single moments of ordinary order statistics from the general class of distributions (11) which is
in agreement with the corresponding result obtained by Saran and Pushkarna (2010) as a particular case.

Remark 2.4. Putting k = 0,m = −1 in Theorem 2.1, we obtain the recurrence relation for single moments
of record values from the general class of distributions (11).

Case II: γi 6= γj , i 6= j, i, j = 1, 2, . . . , n− 1.
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Theorem 2.5. For n ∈ N, 1 ≤ r ≤ n, k ≥ 1 and p = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(p+u)
(r,n,m̃,k) = γr

z∑
v=0

βv
p+ v + 1

[
µ
(p+v+1)
(r,n,m̃,k) − µ

(p+v+1)
(r−1,n,m̃,k)

]
. (14)

Proof. For 1 ≤ r ≤ n and p = 0, 1, 2, . . . , we have from (6),

w∑
u=0

αuµ
(p+u)
(r,n,m̃,k) = cr−1

∫ ∞
−∞

xp
r∑
i=1

ai(r)[1− F (x)]γi−1
{ w∑
u=0

αux
uf(x)

}
dx,

which on using (11) gives

w∑
u=0

αuµ
(p+u)
(r,n,m̃,k) = cr−1

z∑
v=0

βv

∫ ∞
−∞

xp+v
r∑
i=1

ai(r)[1− F (x)]γidx.

Integrating by parts treating xp+v for integration and rest of the integrand for differentiation, utilizing (8)
and simplifying, we get the required result (14).

Remark 2.6. For r = 1, from the relation in (14) we get the term µ
(p+v+1)
(0,n,m̃,k) whose value will be zero as we

have defined X(0, n, m̃, k) = 0.

Remark 2.7. Putting mi = mj = m in (6) and using (9), the recurrence relation for single moments of
generalized order statistics from the general class of distributions (11) for Case I, i.e., when m1 = m2 =
. . . = mn−1 = m, as obtained in Theorem 2.1, can be deduced from Theorem 2.5 with m̃ replaced by m.

3. Recurrence Relations for Product Moments

Case I: m1 = m2 = . . . = mn−1 = m.

Theorem 3.1. For a positive integer k ≥ 1, n ∈ N, m ∈ Z, 1 ≤ r ≤ s− 2 < n and i, j = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(i,j+u)
(r,s,n,m,k) = γs

z∑
v=0

βv
(j + v + 1)

[
µ
(i,j+v+1)
(r,s,n,m,k) − µ

(i,j+v+1)
(r,s−1,n,m,k)

]
, (15)

and, for 1 ≤ r ≤ n− 1, i, j = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(i,j+u)
(r,r+1,n,m,k) = γr+1

z∑
v=0

βv
(j + v + 1)

[
µ
(i,j+v+1)
(r,r+1,,n,m,k) − µ

(i+j+v+1)
(r,n,m,k)

]
. (16)

Proof. From (5) we have, for 1 ≤ r ≤ s− 2 < n and i, j = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(i,j+u)
(r,s,n,m,k) =

cs−1
(r − 1)!(s− r − 1)!

∫ ∞
−∞

xi[1− F (x)]mf(x)gr−1m [F (x)]I(x)dx, (17)

where

I(x) =

∫ ∞
x

yj
[
hm(F (y))− hm(F (x))

]s−r−1
[1− F (y)]γs−1

{ w∑
u=0

αuy
uf(y)

}
dy.

Utilizing eq. (11), we get

I(x) =

z∑
v=0

βv

∫ ∞
x

yj+v
[
hm(F (y))− hm(F (x))

]s−r−1
[1− F (y)]γsdy. (18)

Integrating by parts in (18) treating yj+v for integration and rest of the integrand for differentiation, and
then substituting the resulting value of I(x) in (17) and simplifying we get the relation in (15). In a similar
manner, (16) can be easily established.
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Remark 3.2. Under the assumptions of Theorem 3.1, with k = 1,m = 0 we shall obtain the recurrence
relations for product moments of ordinary order statistics from the general class of distributions (11), which
are in agreement with the corresponding results obtained by Saran and Pushkarna (2010).

Remark 3.3. Putting k = 0,m = −1 in Theorem 3.1, we obtain the recurrence relations for product
moments of record values from the general class of distributions (11).

Case II: γi 6= γj , i 6= j, i, j = 1, 2, . . . , n− 1.

Theorem 3.4. For n ∈ N, 1 ≤ r < s ≤ n, n ≥ 2, k ≥ 1 and p, q = 0, 1, 2, . . . ,

w∑
u=0

αuµ
(p,q+u)
(r,s,n,m̃,k) = γs

z∑
v=0

βv
(q + v + 1)

[
µ
(p,q+v+1)
(r,s,n,m̃,k) − µ

(p,q+v+1)
(r,s−1,n,m̃,k)

]
. (19)

Proof. For 1 ≤ r < s ≤ n and p, q = 0, 1, 2, . . . , from (7) we have,

w∑
u=0

αuµ
(p,q+u)
(r,s,n,m̃,k) = cs−1

∫ ∞
−∞

xp
{ r∑
i=1

ai(r)
(

1− F (x)
)γi} f(x)

1− F (x)
I(x)dx, (20)

where

I(x) =

∫ ∞
x

yq
{ s∑
i=r+1

a
(r)
i (s)

(1− F (y)

1− F (x)

)γi}{ w∑
u=0

αuy
uf(y)

} 1

1− F (y)
dy.

Utilizing Eq. (11), we get

I(x) =

z∑
v=0

βv

∫ ∞
x

yq+v
{ s∑
i=r+1

a
(r)
i (s)

(1− F (y)

1− F (x)

)γi}
dy. (21)

Integrating by parts treating yq+v for integration and rest of the integrand for differentiation, we get

I(x) =
1

(q + v + 1)

∫ ∞
x

yq+v+1
s∑

i=r+1

a
(r)
i (s)γi

(1− F (y)

1− F (x)

)γi−1
f(y)dy.

Substituting the above expression for I(x) in (20), using (9) and simplifying, we derive the relation in
(19).

Remark 3.5. Putting mi = mj = m in (6) and using (8) and (9), the recurrence relation for product
moments of generalized order statistics from a general class of distributions (11) for Case I, i.e., when
m1 = m2 = . . . = mn−1 = m, as obtained in Theorem 3.1, can be deduced from Theorem 3.4 with m̃
replaced by m.

Remark 3.6.

Setting α0 = β, αu (u ≥ 1) =

{
0, if u 6= τ

1, if u = τ,

and

βv =

{
0, if v 6= τ − 1

λτ, if v = τ − 1,

we observe that (11) reduces to

f(x)(β + xτ ) = λτ(1− F (x))xτ−1, (22)
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which is the characterizing differential equation for Burr type XII distribution with p.d.f. in the form

f(x) = λτβλ
xτ−1

(β + xτ )λ+1
, x > 0, β > 0, λ > 0, τ > 0 (23)

(cf. Saran and Pandey (2009) and Khan and Khan (1987)).
Thus recurrence relations for single and product moments of generalized order statistics (for both cases) from
Burr distribution defined above can be obtained as particular cases of the results obtained in Sections 2 and
3, which are in agreement with the results obtained by Pawlas and Szynal (2001) and Saran and Pandey
(2009). It is worth mentioning here that similar recurrence relations for single and product moments of
generalized order statistics (for both cases) for Lomax, Weibull, Weibull-gamma, Weibull-exponential, log
logistic, exponential, generalized exponential, Rayleigh, generalized Rayleigh and generalized Pareto distri-
butions can be obtained from the above results because these distributions are special cases of Burr type XII
distribution by taking different values of the parameters involved as discussed in Tadikamalla (1980) and
Saran and Pushkarna (2001).

Remark 3.7.

Setting αu (u ≥ 1) =

{
0, if u 6= 0

1, if u = 0,

β0 = λ, β1 = ν and βv = 0 ∀ v ≥ 2,

we observe that (11) reduces to

f(x) = (λ+ νx)(1− F (x)),

which is the characterizing differential equation for linear-exponential distribution with p.d.f. in the form

f(x) = (λ+ νx) exp
−
(
λx+ νx2

2

)
, 0 ≤ x <∞, λ, ν > 0. (24)

One can deduce the recurrence relations for single and product moments of generalized order statistics from
linear exponential distribution as particular cases of the results obtained in Sections 2 and 3, which are in
agreement with the corresponding results of Saran and Pandey (2004, 2009).

Remark 3.8.

Setting α0 = (1 + θ), α1 = θ, αu = 0 ∀ u ≥ 2,

β0 = β1 = θ2 and βv = 0 ∀ v ≥ 2,

we observe that (11) reduces to

(1 + θ + θx)f(x) = θ2(1 + x)(1− F (x)),

which is the characterizing differential equation for Lindley distribution [cf. Lindley (1958), Athar et al.
(2014)] with p.d.f. in the form

f(x) =
θ2

1 + θ
(1 + x)e−θx, 0 ≤ x <∞, θ > 0. (25)

Hence, one can deduce the recurrence relations for single and product moments of generalized order statistics
from Lindley distribution as particular cases of the results derived in Sections 2 and 3.

Acknowledgements: Authors are grateful to the referee for giving valuable comments which improved the
presentation.
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